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for converting between probabilities and expectations. Suppose we are given a
sample space S and an event A. Then the indicator random variable I {A} associ-
ated with event A is defined as

I {A} =
{

1 if A occurs ,
0 if A does not occur .

(5.1)

As a simple example, let us determine the expected number of heads that we
obtain when flipping a fair coin. Our sample space is S = {H, T }, and we define a
random variable Y which takes on the values H and T , each with probability 1/2.
We can then define an indicator random variable X H , associated with the coin
coming up heads, which we can express as the event Y = H . This variable counts
the number of heads obtained in this flip, and it is 1 if the coin comes up heads
and 0 otherwise. We write

X H = I {Y = H } =
{

1 if Y = H ,
0 if Y = T .

The expected number of heads obtained in one flip of the coin is simply the ex-
pected value of our indicator variable X H :

E [X H ] = E [I {Y = H }]
= 1 · Pr {Y = H } + 0 · Pr {Y = T }
= 1 · (1/2) + 0 · (1/2)

= 1/2 .

Thus the expected number of heads obtained by one flip of a fair coin is 1/2. As
the following lemma shows, the expected value of an indicator random variable
associated with an event A is equal to the probability that A occurs.

Lemma 5.1
Given a sample space S and an event A in the sample space S, let X A = I {A}.
Then E [X A] = Pr {A}.

Proof By the definition of an indicator random variable from equation (5.1) and
the definition of expected value, we have

E [X A] = E [I {A}]
= 1 · Pr {A} + 0 · Pr {A}
= Pr {A} ,

where A denotes S − A, the complement of A.

Although indicator random variables may seem cumbersome for an application
such as counting the expected number of heads on a flip of a single coin, they are


